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Abstract

GRID-IT focus on easing the migration of applications to a Grid environment by means

of the development of a set of components and services. These high-level tools will be

extracted from a selection of applications that will be deployed during the project. The

applications have been selected taking into account the experience of the research group

involved in the project and the model of interaction of the software components. The

project aims at covering the whole process of Grid application development, starting from

the set up of a testbed, the development of application-oriented components and services

on top of standard Grid middlewares and the implementation, validation and study of

possible business models for several relevant applications.

Keywords: Grid Services, Components and Applications, DataGrids, High Throughput

Computing, Client-Server.

1 Project objectives

The objective of the GRID-IT project is to develop a set of generic Grid services and com-
ponents on the basis of the migration and implementation of a group of applications. The
development considers different paradigms of interaction in a Grid environment. This set of
components and services will form a framework to ease the further development of other Grid-
based applications in different scientific and technological fields. Other objectives covered in
the project include the deployment of a Grid infrastructure, the testing of state-of-the-art mid-
dlewares and the validation and study of business models of the developed applications. The
schema shown in Figure 1 reflects the structure of the developments performed in the frame-
work of the GRID-IT project. The different applications form the top level layer, under which
the GRID-IT components (inferred from the applications) are integrated. These components
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Figure 1: Structure of the GRID-IT project.

are supported by high-level services (the GRID-IT services), which use, in turn, a set of several
services provided by the middleware. In some cases these GRID-IT services are re-engineered
basic components of existing middlewares.

Some concepts have changed from the start of the project due to the natural evolution
of Grid technologies during the last years, leading to an evolution of the project itself. As
an example, the definition of OGSI (Open Grid Service Infrastructure), proposed in GT3 [1],
has been deprecated and substituted by the specifications defined by the WSRF (Web Service
Resource Framework) in GT4 [2, 3]. In the same way, the paradigms of interaction proposed
initially (Client-Server, Collaborative and High Throughput) were reconsidered under this
situation and the concept of the collaborative model, as it was defined originally, is nearest to
the current concept of Datagrid.

The applications that are being developed under each one of the proposed models are the
following:

1. Client-Server Model: This model includes those applications where the client (com-
monly a GUI) is a separate application from the server and the clients request from the
server most of the information that they need. Two applications have been identified:

(a) 3D structural analysis.

(b) Synthetic image generation using of global-lighting techniques (radiosity).

2. Datagrid Model: This model comprises a wide set of applications that share data and
provide a workbench for the execution of small distributed applications. Two activities
have been identified:
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(a) A Peer-to-peer application for sharing medical images and reports.

(b) A Grid environment for processing and sharing DICOM objects.

3. High Throughput Computing Model: This model implies the execution of large sets
of experiments on distributed computing nodes on the Grid. Efficiency, fault tolerance
and robustness are the main requirements. The applications identified are:

(a) Neural nets training for the simulation of water networks and diesel engines.

(b) 3D projection of large medical datasets.

(c) Simulation of cardiac tissue electrical activity.

2 Success Level Achieved in the Project

In the last two years, Europe has become the driving force for the evolution of Grid tech-
nologies through different initiatives, such as the UK e-Science Programme [5], some priorities
in the Spanish R&D National Programme, or the same VI Framework Programme where the
development of Grid technologies has been promoted by means of several important projects.

This trend and the synergy between GRID-IT and other national and international Grid
projects where our research group is participating, have intensively promoted the development
of the project and fostered the achievement of its objectives.

Figure 2 provides a quick view of the present status of the project. During the first 18
months the following milestones has been covered:

1. A Grid infrastructure has been deployed. At the moment, the operative middlewares are
the following: Globus 2.4, Globus 3.9.5 (beta version of Globus 4), LCG 2.4.0 (Large
Hadron Collider Computing Grid) and InnerGrid Nitya. The Grid fabric counts with ap-
proximately 350 processors, that include computers dedicated exclusively to the project,
non-dedicated desktop computers and shared computing resources. During the second
stage of the project, other middlewares oriented to services will be deployed, such as
Globus 4 or gLite, an evolution of the LCG middleware developed in the Enabling Grids
for E-sciencE project (EGEE [4]) where the research group is participating in the deploy-
ment of biomedical applications.

2. The design of the different pilot applications has been completed. Some applications
have been deployed using Globus 2.4, and the migration to service-based middlewares,
like Globus 4 or gLite, is in progress.

3. The GRID-IT components and services that will form the GRID-IT middleware have
been identified. The GRID-IT services are those tools with a more general and horizontal
conception which are applicable to a wide range of applications. On the other side, the
GRID-IT components are modules that implement some functionalities common to a set
of applications in different scientific and technological fields. The services and components
identified, extrapolated from the design of the applications, are the following:

(a) GRID-IT Services:

i. Work Management:
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A. Workload management, fault tolerance and scheduler.

B. Task grouping and workflow.

C. Resource discovering (including multiprocessors).

ii. Data Management:

A. Catalogue and storage management.

B. Metadata and ontologies.

C. Privacy and encryption.

D. Compressed and fault tolerant progressive transmission.

iii. P2P Management:

A. Trust and reputation.

B. P2P messaging.

C. Distributed computing.

(b) GRID-IT Components

i. 3D structural static simulation component.

ii. 3D structural dynamic simulation component.

iii. Scene rendering using global illumination methods.

iv. P2P medical image processing and storage.

v. Virtual distributed storage of DICOM objects.

vi. Neural net training APIs.

vii. Volume rendering tool.

4. The design of the interfaces of the different services and components has been completed.
The integration of the components and services in the middleware and applications have
been clearly defined and the interfaces and the functionality described.

5. The implementation of the selected generic Grid services has started. Several services are
already available in beta or preliminary versions, such as the Workload Management and
the cataloguing and transmission functionalities in Data Management. Those components
will be improved in the second part of the project, especially in terms of robustness and
efficiency.

The next subsection describes the different applications and components developed in the
framework of the GRID-IT project. More information on the services can be obtained in the
bibliography or contacting directly the project manager.

2.1 GRID-IT Applications and Components

This section describes the applications which are guiding the development of the project and
the components stemmed from these applications. The applications are the base for the extrap-
olation of the components and services that conforms the main contribution of the GRID-IT
project. The components are high-level objects that could be used for a wide set of applica-
tions. Not all the applications in the project have contributed in the same way to the GRID-IT
middleware. Some of them have produced components or basic services and others both of
them.
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Figure 2: Planification and status of the GRID-IT project

1. 3D structural analysis application: The objective of this application is to perform the
complete 3D structural simulation of a building. The current application is composed by
a Grid structural calculation component that receives the structural data to be analysed
(from an authenticated user) and using several of the basic services (GRID-IT services
and middleware services) performs the simulations under the best conditions. The access
to the application is made through a graphic interface that enables the user to access the
Grid infrastructure transparently.

• Generic component associated: Parallel computing-based static and dynamic 3D
structural simulation components. These components perform the structural anal-
ysis of a building model under different load and sismic hypotheses.

2. Synthetic image generation using global-lighting techniques (radiosity): This
application is included within a more general application of electronic commerce. The
objective is to generate highly realistic synthetic images in a minimum time. The ini-
tial application used CORBA protocols to implement the communication with a cluster
of PCs (where the parallel algorithm was running). In the framework of the GRID-IT
project this application has been migrated into a Grid environment to benefit from fea-
tures such as uniformity, transparency, reliability, ubiquity, security, etc. The core of
the application is a rendering component that will choose the most suitable resources
for the generation of the scene taking into account parameters such as the availability of
resources, the priority of the job and the like.

• Generic component associated: Global illumination scene rendering component.
This Grid component allows the generation of a VRML scene (using different algo-
rithms) from a given geometric data.

3. A Peer-to-peer application for sharing medical images and reports: This system
follows a P2P architecture using the JXTA middleware as basic platform. The system
publishes and searches for anonimized information, through a simple interface in a secure
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virtual community of medical professionals. The search could be done by key words in
the DICOM headers, using tools for content-like searching or by a framework of meta-
data associated to the shared information. Moreover, the client incorporates some basic
processing tools (zoom, panning, thresholding, etc.). The system is totally extendable to
other communities where not only could the information be shared but also there would
be the possibility of performing lightweight local processes. The application uses some
basic services like those related with the compression and transference of data and other
high level services.

• Generic component associated: P2P medical image storage and process. This com-
ponent provides some tools to develop P2P collaborative applications such as dis-
tributed searching, eigen trust evaluation of a virtual community, security and pri-
vacy, etc.

4. A Grid environment for processing and sharing DICOM objects: This appli-
cation consists in a Grid middleware that implements some components and services for
the storage, processing and management of DICOM objects (images, structured docu-
ments, signals, etc.). The objective is to create a huge virtual repository of heterogeneous
DICOM relevant to a community of users, with the possibility of associating structured
meta-information data for performing searches through ontologies frameworks. The ap-
plication makes use of some basic services related with data management. The architec-
ture of the application is easily extendible to other problems even in other fields different
from the medical one.

• Generic component associated: DICOM objects virtual storage component. This
component defines a set of clients and servers that provide the needed tools for
the creation of ontologies, virtual repositories, DICOM object sharing and tools for
performing intelligent searches through the ontologies.

5. Neural nets training for the simulation of water distribution and diesel en-
gines: Some problems, like the simulation of water networks or the contaminants emis-
sion of diesel engines, can be simulated by using Neural Nets. This approach, opposite
to the use of physic models, is very useful when the computational time is an important
factor, e.g. in real-time control. However a model based in Neural Nets must be correctly
trained to obtain valuable results. The application developed under the GRID-IT project
enables training a high number of Neural Nets increasing the productivity.

• Generic component associated: Neural Net multi-training component. This compo-
nent aims to perform a set of Neural Net training tasks, taking into account different
configuration parameters.

6. 3D projection of large medical datasets: The objective of this application is to per-
form the volumetric reconstruction of CT (Computed Tomography) and MR (Magnetic
Resonance) medical images. The system allows taking advantage of the distributed mem-
ory and the distributed computing capacity by reconstructing small pieces of the whole
image in the distributed resources of the Grid. The generic rendering component of the
application splits the whole data volume into small parts and distributes this information
among the available resources.
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• Generic component associated: Volume rendering component. This component pro-
vides the rendering of large image datasets by splitting the data in small pieces and
processing this sub-volumes in the Grid nodes.

7. Simulation of cardiac tissue electrical activity: The simulation of the electrical
activity of the heart is a process with high computational requirements. Typically, a
case of study is composed by a set of parametric simulations completely independent
that could be executed concurrently. The application, currently developed under GT2.4,
allows to perform multiple parallel executions of a given problem by using some of the
basic services developed in the framework of the project.

3 Results Indicators

The GRID-IT project has catalysed a very important scientific production. We have to empha-
size the considerable number of publications related with the results obtained during the first
18 months of the project (see references [6] to [33]). Moreover, three research reports based
on the topics of the project (inside the Parallel and Distributed Computing PhD programme
of the Universidad Politécnica de Valencia) have been presented by three researchers of the
project to obtain the Advanced Studies Degree (DEA) in Parallel and Distributed Computing.

Apart from these scientific results, derived directly from the project results, other related
effects have been motivated by the course of the project. In this sense the research group is
involved in several national and international initiatives like the coordination of the creation of
the Metacentre of Supercomputing and Grid Technologies Applications of the Va-
lencian Community (Universidad Politécnica de Valencia - CSIC - Universitat de Valencia),
the participation in the PROFIT TIC project gCitizen - Development of a Grid Middle-
ware for the Open Management of the Administrative Information and Procedures
in the Field of the Public Administration (FIT-350101-2004-54), in the Collaborative
Science Portal of Sun Microsystems and Fundación Telefónica, in the EGEE[4] project,
etc. In the last call of the IST priority of the VI FP, the group has participated in a total of
3 proposals related with Grid technologies, coordinating one of them (an IP proposal called
HealinG). At this moment, the group is involved in the preparation of several proposals also
related with Grid technologies.
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