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Abstract

PC Clusters have become the most attractive platform toemeht supercomputers and high-
performance servers. As a consequence, it is necessarptovathese platforms in order to provide
higher performance and scalability, and better servicash ss availability, reliability, quality of
service, low power, etc.

In this project, we propose to improve most of the hardwarapmnents of a PC cluster. We
will also improve the cluster system software. In particu@e propose to improve processor per-
formance by using superpipelining techniques and by redupbwer consumption. 1/O system
performance will be improved by using a switch fabric withirgeto-point links. SMP scalability
will be improved with a new memory coherence scheme. Witheetsto the interconnection net-
work, we propose improving not only its performance (by gsadaptive routing and load balancing
techniques) but also its scalability (by using congestimanagement techniques), availability (by
using fault-tolerance techniques) and quality of servimeifcluding some hardware/software sup-
port in the routers and network interface controllers). Wi also develop scheduling techniques
that will take into account communication costs. Regardittgrnet access, we will enhance IP
routers, improving their scalability and bandwidth by meahnew congestion control mechanisms
and HOL blocking avoidance techniques. We will also redeart wireless networks, developing
new robust coding schemes based on new UEP techniques dgithgppem to the transmission of
MPEG-4 video. Additionally, we will research on distribdteirtual environments, developing new
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partitioning methods capable of improving the efficiencd apalability of these systems. We will
also develop some distributed applications focusing osdtibat require some specific hardware to
allow real-time execution. In particular, we will developaqtization and coding procedures and
their hardware implementation on FPGAs. Finally, we wilpirove the synthesis of FPGA circuits
from high-level specifications.

Keywords: PC clusters, interconnection networks (adaptive roytboggestion management, fault
tolerance, network reconfiguration, QoS support, powesgomption), wireless networks, shared-
memory multiprocessors, circuit synthesis, video trassion, load scheduling, distributed virtual
environments.

1 Project objectives

This research project has two primary goals: Improving teéggmance and services offered by PC
clusters, and developing distributed multimedia appiicet. Each one of these objectives can be split
into several subobjectives, organized into subprojects:

e Objective 1.1. Improving the performance and scalabilftthe interconnection network.

e Objective 1.2. Improving the performance of current inbemtection technologies for system
area networks (SANS).

e Objective 1.3. Improving the performance of Internet rosite

e Objective 2.1. Improving the quality of service and availigbprovided by the interconnection
network to the applications.

e Objective 2.2. Design of switch architectures optimizedtfe execution of applications that
broadcast multimedia traffic.

e Objective 2.3. Improving the performance of the transroissif MPEG-4 encoded video through
wireless local area networks and development of new egsili€nt encoding techniques.

e Objective 2.4. Analysis and dynamic parameter tuning ferrntedium access control layer in
the IEEE 802.11 a/b WLAN.

e Objective 3.1. Improving performance and developing pavegrsumption reduction techniques
for the cluster nodes.

e Objective 3.2. Improving the services offered by PC clisster

e Objective 3.3. Efficient development of applications faghiperformance platforms.

e Objective 4.1. Improving the scheduling techniques foaflar systems.

e Objective 4.2. Improving the performance and scalabilftglistributed virtual systems.

e Objective 5.1. Development of a quantizer and real-timeeidncoder amenable for implemen-
tation in a reconfigurable VLSI architecture.

e Objective 6.1. Automatic FPGA programming from high-lespécifications.

The time chronogram has been omitted since it occupies 7spage
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2 Projectresults

2.1 Research results

This section summarizes the activities developed from #giriming of the project, grouped by ob-
jectives and topics within each objective. For each topidwahlight the most relevant scientific and
technological results that have been obtained.

2.1.1 Objective 1.1.

A) Reduction of HOL-blocking (congestion control). We halesigned a new technique, named RECN
(Regional Explicit Congestion Notification), that comgligteliminates the HOL blocking produced by
congestion trees. When congestion is detected, queueym@aenitally allocated to store the packets
flowing through the congested point, thus isolating coregestaffic and avoiding HOL blocking. This
mechanism is able to handle congestion trees that grow fomnto leaves and from leaves to root,
overlapping congestion trees, and tree merging. RECN @ujyires up to 8 additional queues per port,
independently of network size. RECN is very fast and, to tbst lof our knowledge, the only truly
scalable congestion management technique proposed to REEN has been patented in the USA
jointly with Xyratex. We also developed another technigoiegduce HOL blocking, named DBBM
(Destination Based Buffer Management), which is very sampdt effective. It is based on assigning
groups of packet destinations to each of the queues, soablagieue can only produce HOL blocking
among the packets it contains. The main benefit of this tegtenis its low cost. However, it does not
completely eliminate HOL blocking.

B) Development of adaptive routing techniques. Solutianeut-of-order packet delivery. We have
continued the work aimed at improving SAN performance bygsidaptive routing strategies. The
proposed strategies have been evaluated under differenasos. One of the main drawbacks of
adaptive routing is that it can not guarantee in-order pladkbvery, feature that is required by many
applications. During the last year, we have addressed thefearder packet delivery problem. To
this end, we have analyzed, under different scenarios, uhger of packets arriving out-of-order at
destination, also evaluating the number of resourcesmredfor guaranteeing in-order packet delivery.
Additionally, we have proposed two effective approacheadéle the problem. One approach is based
on allocating a very limited number of reordering bufferghat destination nodes together with certain
end-to-end flow control mechanism. Another approach isdasdimiting the packet injection at the
source nodes, reordering packets at destination if needledhave shown that it is possible to guar-
antee in-order packet delivery when applying adaptiveinguby using a small number of additional
resources and without significantly penalizing network@@nance.

C) Balancing techniques based on traffic distribution. Weeharoposed a cost-effective evaluation
methodology for traffic balancing algorithms that is basedtlee use of genetic algorithms. This
methodology obtains a near optimal routing path distrioufrom the applied routing algorithm, al-

lowing us to asses the effectiveness of the traffic balanaiggrithms commonly used in PC clusters
and SANSs.

D) Fault-tolerant routing for direct networks based on tke of intermediate nodes. We have devel-
oped a new methodology that, in case of failure(s), selecistarmediate node and routes every packet
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traveling through the faulty region in two phases: from tharse to the intermediate node and from
there to the destination. This methodology is able to ttdesarelatively high number of failures with-
out degrading performance in the absence of failures, agdhdig it minimally when failures occur
in the interconnection network. In addition, these feaware achieved, unlike for previous propos-
als, without disabling healthy nodes, without using too ynhardware resources, and introducing no
penalty for most packets (for example, an increase in Igdemben they are routed in a network with
failures.

E) New strategy for interval routing. This strategy has bedeweloped for interconnection networks
built from commercial switches and has been optimized ferttore widely used network topologies
(tori and meshes). By optimized we mean that it is scalabl@feveral points of view: (i) the memory
space required to store the routing tables does not linel@ghyend on network size, (ii) the hardware
required to apply the routing algorithm is not complex andsinot depend on network size, and (iii)
the time required to perform a routing operation does noeddpmn network size.

F) Power consumption reduction in interconnection networkVe have investigated two different
schemes: The first proposal adjusts the link width based erctinrent load in the network. In this
case, no link becomes completely disconnected. Theretffoeesame routing algorithm can be used
independently of whether the power saving mechanism isecti not, which simplifies the router
design. This strategy is able to achieve very large rednstio power consumption. The main disad-
vantage is the increase in the latency when the networkh#lyigpaded. The second proposal reduces
power consumption in interconnection networks based onshef a regular topology and high-degree
switches with channels consisting of multiple serial limianing in parallel. This approach is based
on the selective connection and disconnection of the higed serial links that compose the channels,
depending on the current amount of traffic in the network. Béleavior of the mechanism depends on
the election of two thresholds. The design restrictionareigpg the election of the thresholds and the
relationship between these parameters and the behavibe ofetwork in terms of latency and power
consumption have been carefully analyzed. With a carefatin of the thresholds, the system can be
tuned to obtain different levels of power saving with a medeincrease in latency.

2.1.2 Objective 1.2.

A) Strategies to compute routing tables for SANs. We havegsed an effective methodology to com-
pute up*/down* routing tables in SANs. This methodologywkdhat just assigning directions "up"
or "down" to the links in an effective way is able to signifitlgrincrease the performance achieved by
up*/down* routing (throughput increases up to a factor &)2.

B) Deadlock-free minimal routing techniques for SANs. Weédaroposed a new generic routing al-
gorithm for SANSs that is able to provide minimal routing byingsa number of resources smaller than
that required by other approaches. The new routing schezmelaped in collaboration with the Simula
Research Laboratory in Oslo, combines the idea of classjftiie set of minimal paths and assigning
each class to a different virtual network, with the idea ddlding transitions between virtual networks.

C) Fault-tolerant routing techniques for InfiniBand. We é@voposed an effective and scalable fault-
tolerant routing methodology for InfiniBand under dynangalt model, which takes advantage of the



T1C2003-08154-C06

automatic path migration (APM) mechanism provided by tleisvork technology. The methodology is
able to provide the maximum number of disjoint paths allolwgthe topology. Deadlock-free disjoint
paths are computed by allowing transitions between vighahnels in an ordered way. Recent results
focused on providing fault tolerance by combining routingptugh intermediate nodes and partial net-
work reconfiguration techniques.

D) Congestion reduction techniques for SANs. We have preghas effective congestion management
strategy for InfiniBand networks based on marking and vébdeof in-transit packets. This strategy
allow us to thoroughly identify the traffic flows giving rise the congestion and to measure the con-
gestion degree in the network in order to apply effectiveextive actions.

2.1.3 Objective 1.3.

See Sectioh 21 2.

2.1.4 Objective 2.1.

A) Switch-fabric design of QoS-aware IP routers. See Sei@d

B) QoS support in InfiniBand. We have evaluated the perfogaanf InfiniBand via simulation under
realistic traffic loads and by changing various system patars. Specifically, we have performed
a study on the buffer space required to meet the QoS needseaiiesh at connection time by the
applications. From our results, we have found out that aglogfbace of one can fulfill the application
requirements. We have also analyzed the impact of the patdesbver the QoS as perceived by the
end application. In particular, we have found out that the afssmall packet sizes implies a higher
level of overhead.

Moreover, we have also developed a complete theory to viirgfgorrectness of our proposal. Our
theory has been developed from our previous work on a Qo$eawafic classification. We propose
to configure the InfiniBand mechanisms to guarantee the QBregnents of a wide variety of appli-
cations. Currently, this proposal is being implemented efprototype making use of a commercial
InfiniBand system.

C) Improving the availability of the interconnection netko Under this activity, our main results
are the following. First, we designed and evaluated a plgriraplicit routing algorithm (PIRa), that
quickly (25% of the time required by previous alternativelsjains a valid set of routes. It is based on
the utilization of default ports in the upward segment ofrgue*/down* route.

Next, we designed a hybrid mechanism that combines PIRa atithr traditional FERa (fully
explicit routing algorithms) to mix their respective adtages, speed of convergence and network
performance.

Finally, we defined two deadlock-free dynamic routing tahistribution processes based on the
deactivation of break ports and break dependencies, régggcBoth mechanisms outstandingly im-
prove the results provided by previous proposals. In pagicthe behavior of the second one is quite
similar to the one expected for a hypothetic ideal dynanstrithiution process.
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D) QoS support for source routing SANs. We have proposedakbwvethods to use these mechanisms
to provide QoS based on bandwidth and latency requirem&fdshave evaluated the behavior of our
proposals using CBR and VBR traffic. We have compared the W@ration table scheduler with our
WFQ Credit Aware implementation of the MinBW, using CBR anBR/traffic. The results obtained
have shown that both methods are able to provide a differeatitreatment to the different service
classes. Results have also shown that the VC arbitratide imthe only specified mechanism that can
be used to provide both bandwidth and latency guaranteesetéw, the WFQ Credit Aware method
obtains very good results for both bandwidth and latencyjtlis unable to provide guarantees. The
results obtained have shown that the injection flows mustdweralled in order not to exceed the
reserved bandwidth limits. We have found out that even iffin@s are not controlled, the bandwidth
requirements still can be guaranteed, but not the laterpyinements.

2.1.5 Objective 2.2.

The main objective of this activity has been the design of dtikhedia Router (MMR) architecture:
a single-chip router to be used in local area networks anstedenvironments. The architecture has
been designed to efficiently handle CBR and VBR multimedifitr as well as best-effort traffic. An
in-depth performance evaluation of various proposed limk switch scheduling algorithms has been
carried out via simulation. As part of this effort, we havereleped a simulation tool.

During this year, we have been enhancing the proposedectiiie. In particular, we have proposed
a novel link scheduling algorithm: Temperature-IABP (TIRB Our results show that the use of this
algorithm can significantly reduce the hardware complesitthe switch. An FPGA implementation
of the proposed architecture clearly shows that it is fdasiDur results also show the effectiveness of
the proposed architecture in meeting the QoS requireméttie @arious applications.

2.1.6 Objective 2.3.

Two main results have come out of this research activity:h&)dptimization of robust coding tech-
nigues UEP to be used by DCT-based coders, such as, MPEGNRIEG-4, and 2) an analysis of the
impact of the handover procedures over the video qualityices. Throughout the first phase of the
project, we have focused our efforts on the MPEG-4 videorggdiandard. Due to new developments
in the area of video coding, we have recently undertaken #sigd of fast transcoding techniques.
In particular, we are designing fast prediction techniqueele incorporated into the MPEG-2/H.264
transcoding process. Our choice has been based bearingdhtinait the H.264 standard will become
the most widely used video coding standard in the near futtiie also well known that the MPEG-2
standard has been widely used, i.e., there exists a largeityuaf MPEG-2 encoded video material.
Furthermore, the results of this research task should enlbldesign of transcoding techniques that in
turn will enable the deployment of adaptive video servioess &VLANS.

2.1.7 Objective 2.4.

Under this activity, we have first carried out an in-depthlgsia of the most up-to date QoS mech-
anisms for IEEE 802.11 WLANs. We have then developed vargimlators and carried out an
extensive set of simulations. Throughout this study, weehaansidered a WLAN cell working in
the infrastructure mode supporting MPEG-4-based vidediggjons. The various QoS mechanisms
under study are enabled by modifying the system parameitegs:CWmin, CWmax. We have also
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undertaken the study of the EDCA (802.11e) mechanism. EDCzslled to become the IEEE stan-
dard for QoS provisioning in IEEE 802.11 WLANSs. Recently, have designed a QoS framework
fully compatible with EDCA. This mechanism is fully comga# with the DCF mechanism of the

IEEE 802.11 standard. This feature ensures the interojtigralh DCF-based stations with the EDCA

mechanism: a key feature given the large number of DCF-bstat¢idns already deployed.

2.1.8 Objective 3.1.

A) Performance improvement and power consumption reduéioprocessors. We have performed an
analysis of how superpipelining affects the energy congiampn high-performance processors. We
evaluated pipeline depths from 5 to 42 stages, seeing hovwempoensumption grows, mainly due to
the increasing speculation. We made a proposal that rednegsower consumption by 16% for 42
pipeline stages.

Also, we have looked at embedded processors power consamdte have proposed an instruction
fetch unit that makes a more efficient use of the instructamhe. This mechanism, called “Fetch Mask
Predictor”, identifies which instructions of each line ac&ually going to be used and performs a partial
access. This way, we obtain a reduction of 44% in the poweswaption of the instruction cache,
contributing to improve the reliability, stability anddifime of processors and batteries.

Finally, we have looked at power consumption for high-perfance processors. In this case, peak
currents and dissipated power can cause many faults andlenesge the processor. We have general-
ized the previous proposal to apply it to high-performanoeessors. Again, doing partial accesses to
instruction cache lines allows a significant power redurctiithout compromising performance.

B) Design of a new generation of Journaling File systems. Weladded extensions to DualFS and
studied its performance with large files. Using extensicasdllowed us to reduce the space used by
metadata, specially for large files.

To improve the performance of directory operations we hendémented them using B+ trees. To
maintain the transactionality when using B+ trees, we hasghed a mechanism called “metafiles”
that will allow us to simplify DualFS implementation and ageelv features in the following years.

Also, we have tuned our current implementation determitfirggbest default values for a number
of parameters.

C) Scalable shared-memory multiprocessors. We have atlaptesimulation tools to simulate high-
performance SMP architectures, cc-NUMA architectures@iid architectures. We are also studying
how to connect the SIMICS simulator to our current simulatimols to be able to simulate commercial
workloads.

Also, we are currently developing a scalable directoryeblasemory architecture and comparing
it to high-performance SMP systems.

2.1.9 Objective 3.2.

A) User-transparent resource management for networks déstations. We plan to develop an effi-
cient resource management system, develop low-overh@achaaication protocols and develop fault-
tolerance support.

We have already developed an environment for running agijics based on MPI using novel in-
terconnection network features and a new methodology tmtet software development that enables
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better stability and predictability. Our methodology vakse the development of debugging schemes
and fault-tolerance features.

B) Development of user management techniques for wirelagsomments. We are currently analyzing
available tools for access control, designing techniqoesécess control management in structured
environments and designing techniques for building adreteorks.

We have designed a first prototype which brings a solutiotheiintegration of authentication and
authorization systems in a concrete context of accessalpnsing SAML and XACML standards for
information representation.

C) Integration of a component model (CORBA-LC) to the Gridqlus). We are studying the non-
functional requirements for Grid environments, develgpgnrequirements document for component
containers specifying the services offered, and implemgrand testing the CORBA-LC component
container model.

The work on this activity has focused on implementing a cosleegator for components, adapting
the generator to generate Globus Web Services skeletansfteiathe services provided by CORBA-
LC components and implementing a proxy generator that allawapping Globus Web Services as
CORBA-LC components.

We have been working on integrating the CORBA-LC componeotieh and the Globus Grid,
specially studying the meta-information facilities prad&d by Globus.

We have developed mechanisms for integrating version 2 amlon 3 of the Globus platform,
which are incompatible. These mechanisms ease the migiagimveen versions.

Finally, we have proposed a policy-based management aothit (PBM) which aims at providing
a flexible auto-configuration method for Grid nodes.

2.1.10 Objective 3.3.

A) Optimization of the compression and decompression m%Ee for medical video using the 3D
wavelet transform. We have studied and applied multithiregichnology to video compression using
the 3D wavelet transform. We have studied the behavior oéiggspurpose processors with SMT capa-
bilities (Intel Pentium IV Xeon with Hyper-Threading) ruimg the video encoder. We have proposed
several parallelization techniques using different woekc@mpositions. We have obtained speedups
as high as 1.34 using Hyper-Threading and a functional dposition. Additionally, we have imple-
mented this parallelization scheme using both OpenMP ame&ds to compare both implementations
with respect to performance, ease of implementation, aridtedaability of the resulting programs.

We have performed several studies comparing manual veatmm using SIMD instructions and
automatic vectorization using modern compilers. We hawmdothat automatic vectorization is not
good enough yet. After studying the different SIMD instiaotsets (Intel's MMX, SSE and SSEZ2;
AMD’s 3D-NOW, PowerPC’s AltiVec; Sun’s VIS; HP’s MAX; and MAS’s MDMX) we have con-
cluded that the available SIMD instruction sets allow thecrion of the 3D wavelet transform in real
time and no new instructions need to be proposed to achievgdal.

B) Design, implementation and acceleration of image praingsalgorithms for artificial vision. Our
work has focused on developing the basic infrastructuréHerimplementation and optimization of
algorithms for image processing and artificial vision usingventional processors with multimedia and
vector processing extensions. In particular, we have eghalfairly advanced development state for a
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general purpose library for these purposes called SVNVISiDich is based on Intel IPP (Integrated
Performance Primitives) and achieves high speed in basls far image processing.

Finally, we are preparing an extensive work about autdscation for optical sensors for au-
tonomous agents using odometry.

2.1.11 Objective 4.1.

A) Development of a joint and synchronized simulation t@alpable of simulating both the execution
of processes and the interconnection network. We have misdig simulation tool capable of jointly
simulating the execution of processes as well as the im@ection network. Also, we started the
implementation of such a tool. Currently, we are at the stdgesting the alpha version of this tool.

2.1.12 Objective 4.2.

A) Development of heuristic technigues for solving the iarting problem in Distributed Virtual En-
vironments. We have implemented several different hdarsgarch methods (including constructive,
evolutionary and bio-inspired heuristics) that provideidr partitions (assignments of clients to the
servers in the system) while requiring shorter executiores than the methods currently proposed in
the literature.

B) Characterization of Distributed Virtual Environment\(B) systems. Surprisingly, none of the par-
titioning methods proposed in the literature had been taige with system performance. We have
correlated the partitioning method that is currently cdaséd to provide the best results in terms of
system performance. Since the correlation results hawershdotal absence of correlation, we have
studied the performance of DVE systems as the two main pdeagia the partitioning method (aver-
age message latency and average CPU utilization of thersarvthe system ) vary. We have shown
that, in order to design efficient and scalable DVE systehspartitioning method should be targeted
at avoiding that any of the servers in the system reaches Wi@@/U utilization, regardless of the
message latency.

C) Development of dynamic, efficient partitioning methodsDVE systems. Taking into account the
results obtained in topic B), we have developed a new pamtitg method, based on a dynamic load
balancing technique, that actually improves the DVE systewughput without significantly affecting
system latency.

D) New goals not defined in the initial proposal. Due to sonfigcdities described below, we have led
our efforts to propose and fulfill new goals. In particulae hhave designed and implemented a new
partitioning method, based on heuristic search, that nigtmaximizes system throughput but it also
provides Quality of Service to the maximum number of clieagpossible. This method starts from the
method described in topic C) and uses the remaining banld\{ifdiny) to reduce the latency provided
to avatars to a given threshold value.

2.1.13 Objective 5.1.

A) Study of the needs for the image compression system. We tiene a deep study of the different
techniqgues—from quantization and coding of images andoviiesed on the wavelet transform—, to
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determine the specifications of the electronic system tleatave to design.

B) Development of a test bench. We have developed a test fencérifying the image compression
system. The tool VERA has been used for the verification offilgéal electronic system. With this
tool, the system is built as a set of blocks, where each blanlbe described using different languages
(C, VHDL, Verilog, System Verilog, OpenVera, etc.).

C) Implementation of the coder in C. Once the design of thectitre of the test bench has been
completed, the different blocks are being implemented iflis modularity has allowed us to do an
analysis about the most suitable coder for the image cormsipresystem. In the analysis a key factor
is the compression rate.

D) Use and verification of the implemented wavelet transforim the test bench, the block of the
wavelet transform made in C has been replaced by its phyigigpdémentation (obtained from a syn-
thesizable description VHDL).

E) Implementation of the system with a microprocessor. We neorked on the implementation of the
coder block, using a microprocessor designed by us.

2.1.14 Objective 6.1.

A) Extension of automatic FPGA programming tools from highel specifications. We have extended
and improved our automatic FPGA programming tool based gh-kvel specifications (based on an
object oriented language like SmallTalk-80) for SIMD apptions. This tool has been tested over
current FPGA based platforms and compared with commerigjhtlevel synthesis tools. We have ob-
tained better area results and comparable response tinhenmaptations, under the same experimental
conditions, in the design of SIMD algorithms. Recently, vaedimproved the type inference technique
used in our tool with backward data propagation, improvirgyus results. Also, we have started the
formalization of our methodology in order to promote the akthese techniques in future commercial
hardware compilers.

B) Extension and improvement of a Multimedia Router (MMR)totype. We have extended the design
of a Multimedia Router prototype, named as Simple MMR (SMM#) an FPGA. We have evaluated
its implementation in terms of required silicon area and imaxn achievable frequency. Also, we have
introduced some techniques to simplify some elements of 8Mike the Link Scheduler (LS) and
the Switch Scheduler (SS). As a consequence of this work we tiesigned a new LS based on the
temperature (thermometer) encoding of priority connesiorhis new LS maintains QoS (Quality of
Service) guarantees of MMR router while reducing its impdemation area and power consumption.

C) Proposal of a multimedia server with QoS based on FPGA. &le proposed a new link sched-
uler for a server with QoS for LAN/SAN and high performancestér networks. The architecture of
this link scheduler uses an FPGA to maintain and update #te ef each connection. We have used
credit-based flow control to avoid loosing data at the flieleas used in the MMR router. The first
experimental results on a single Xilinx Virtex 2000 showtttheés architecture grows linearly with the
number of connections but logarithmically with respecttte tesponse time. We have tested configu-
rations supporting from 4 to 128 connections in a Celoxicd &0 platform.
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D) Study of new FPGA organizations and high-speed inteiinaklfor the design of NoC. We have
carried out a first study of new FPGA organizations to evaltiaeir routing possibilities in the design
of efficient NoC (Network on Chip). There are several poditigé to interconnect heterogeneous ele-
ments of current FPGA architectures. Their study will pdevnore efficient NoC designs, and help us
to select the best topologies for a multiprocessor on chip.h@le obtained first experimental results
regarding the parameterization of routing resources fd&fRBA in terms of latency and bandwidth.

2.2 Difficulties during project development

Objective 1.3 “Improving the performance of Internet raateand Objective 2.1.A “Switch-fabric de-
sign for QoS-aware IP routers” have been canceled. Thesetolgs were included due to the collab-
oration with the IBM Zurich Research Laboratory. Unforttaig, the crisis in the telecommunications
market led IBM to close its Communications Department inigtursuddenly leading to the end of
our collaboration. Thus, we decided to cancel Objectiveldu8keeping its technical goals (enhanced
switch architecture, congestion management), and deingjdipem in a more generic form (thus mak-
ing those goals to become part of Objective 1.1) or apphfiegtto SANs (thus making those goals to
become part of Objective 1.2). Regarding Objective 2.1Ahaee decided to pursue a new research
line aiming at reducing the complexity of cluster switché$w)oS support.

Objective 2.4 "Analysis and dynamic parameter tuning feriedium access control layer in the
IEEE 802.11 a/b WLAN". Due to the development of various WL#ghnologies, we have undertaken
the study of other WLAN technologies: HIPERLAN/2, IEEE 80@, IEEE 802.11 g. As part of these
efforts, a novel QoS scheme for HIPERLAN/2 has been propd3adresults show the efficiency of the
proposed scheme when supporting MPEG-4 video communitatiée have introduced a framework
comprising various resource request mechanisms to megtighigy of service requirements of multiple
applications; and resource assignment mechanisms. Ownairesults show the effectiveness of the
proposed framework when operating in a multiservice networ

Objective 4.1 “Integral task scheduling” has been postdobeie to an extremely critical personal
situation, the researcher who was implementing the simoutaquired for this objective had to tem-
porarily leave his research tasks since July 2004. Due tgribegt effort required for another researcher
to finish the implementation of such a complex tool, we detittepostpone this objective until the
personal situation of the researcher allows him to retuhiig@esearch tasks. We expect to accomplish
some of the goals planned within this objective in a few menth

Objective 5.1. “Development of a quantizer and real-tintew encoder amenable for implemen-
tation in a reconfigurable VLSI architecture”. Our hardwian@lementation uses integer numbers, so
the quality of the image is not very high as a consequenceintating the data.

Objective 6.1. Sub-objective entitled “Design of a paladB wavelet on a cluster of PCs with
FPGAs from high-level specifications” has been canceledheQdubgroups of this project have suc-
cessfully advanced in the development of parallel andibigied algorithms, and hardware circuitry to
compute the 3D wavelet. Moreover, there is an increasimgest in the evaluation of different elements
to provide QoS on SAN and high performance clusters. Thugjeeided to cancel this sub-objective
and to focus our efforts in the new sub-objective entitletbfidsal of a multimedia server with QoS
based on FPGA'.

Overall, despite having canceled a few research goals, utrert set of research objectives is
more ambitious than the original one. Effectively, new egsh lines, not initially planned, have been
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started, such as fault tolerance in InfiniBand, fault-taterouting for direct networks based on the use
of intermediate nodes, a routing strategy based on inteowding, power consumption reduction in
interconnection networks, and reduction of the number oérsgary VCs for QoS in PC clusters.

3 Resultindicators and main achievements

The project started one year and a half ago. Since then, we filad an international joint patent
with a large company in UK (Xyratex) and are close to file a secone. We have also filed an
international joint patent titled “Perceptual cryptogngpn file-sharing environments”. Also, 6 PhD
students presented their dissertation, obtaining themuamxi score. Moreover, we published a total of
138 papers in national and international conferences andgds. See Appendices for complete lists.

Additionally, we have become members of the European n&tabexcellence named HIPEAC,
have submitted two research proposals as workpackager¢emdihe February 2005 call for Future
and Emerging Technologies (FET) program on Advanced CoenpArtchitecture (ACA), and have
consolidated international collaborations and perforstadent and researcher exchanges with Simula
Research Laboratory (Oslo, Norway), University of South€alifornia (Los Angeles, USA), Los
Alamos National Laboratory (Los Alamos, USA), INRIA (SopHintipolis, France), CARV laboratory
(Crete, Greece), Multimedia Communications Research tabry (University of Ottawa, Canada),
Florida Atlantic University (Boca Raton, USA), and Virtuakality Applications Center (lowa State
University, USA).
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Patent title: A Method of Congestion Management of a NetwarBignalling Protocol, A Switch, an
End Station and a Network

Inventors: J. Duato, I. D. Johnson, F. Naven, J. Flich

Date: March 5, 2004

Country: USA

Patent title: Perceptual Cryptography in File-SharingiEmments
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